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ABSTRACT
Boundary detection constitutes a crucial step in many com-
puter vision tasks. We present a learning approach for au-
tomatically constructing high-performance local boundary
detectors for natural images via genetic programming (GP).
Our GP system is unique in that it combines filter kernels
that were inspired by models of processing in the early stages
of the primate visual system, but makes no assumptions
about what constitutes a boundary, thus avoiding the need
to make ad hoc intuitive definitions. By testing our evolved
boundary detectors on a highly challenging benchmark set of
natural images with associated human-marked boundaries,
we show performance that outperforms most existing ap-
proaches.

Categories and Subject Descriptors
I.4.6 [Computing Methodologies]: Image Processing and
Computer Vision—Segmentation

General Terms
Algorithms, Measurement, Performance, Design

Keywords
Boundary Detection, Computer Vision, Machine Learning,
Evolutionary Algorithms

1. INTRODUCTION
Boundary detection in images is a fundamental problem in

computer vision. The performance of many high-level com-
puter vision tasks, such as segmentation and object recog-
nition, is highly dependent upon the boundary map of an
image. A boundary is a contour in the image plane that
represents a change in the pixel’s “ownership” from one ob-
ject or surface to another. In general, there are different
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types of boundaries: for example, those formed between
two regions with an abrupt change in the image bright-
ness, and those formed between two regions with a change
in the texture. Clearly, boundaries in natural images are
marked by change both in brightness and texture. There are
some attempts in computer vision to address both bright-
ness and texture cues using complex and computationally
intensive schemes [5]. In contrast, humans have an out-
standing ability to detect boundaries pre-attentively, and
hence very fast. Correspondingly, evidence from behavioral
science and neuroscience strongly suggests that this pro-
cess occurs in early stages of visual processing. This pa-
per presents an approach that aims to use genetic program-
ming (GP) as a learning framework for evolving detectors.
The detectors are evaluated against human-marked bound-
ary maps in order to accurately detect and localize bound-
aries in grayscale natural images. The evolving programs
use both linear and non-linear operators to combine mul-
tiple cues from the early stages in the visual cortex. The
presented learning framework was developed based on in-
sights from our recent work [3] with the critical improve-
ment of incorporating texture cues. Our results show that
this approach is highly effective at automatically generating
boundary detectors. By testing the evolutionary algorithm
on a highly challenging benchmark set of natural images
with associated human-marked boundaries, we show perfor-
mance to be quantitatively human competitive [4].

2. METHOD
We present a visual learning approach to automatically

construct a boundary detector using GP and texture cues.
Each individual in the GP population represents a candidate
boundary cue, which is then combined with a texture gradi-
ent cue into a single detector on a trained logistic regression
classifier. Fitness is defined as the F-measure, computed for
a set T = {Ii} of n images taken from the training set of the
Berkeley data set. The terminal set is image independent,
such that the terminals for image Ii , given as an array of
matrices, are the convolution of the image Ii with filter ker-
nels tuned to various orientations. These filter kernels are
inspired by models of processing in the early stages of the
primate visual system, which model both odd- and even-
symmetric simple cell receptive fields at various orientations
(see Figure 1). The function set contains both unary and
binary functions. The input and output of all functions are
arrays of length N of data matrices with the same size as
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images in T (see Table 1). In order to measure the degree
to which texture varies at a location (x, y) in direction θ,
we used a texture gradient approach inspired by Martin and
Malik [5].

(a) (b)

Figure 1: (a) Odd-symmetric simple cell with preferred
orientation 0◦. (b) Even-symmetric simple cell with pre-
ferred orientation 0◦.

Table 1: Function set.

M∀i∈1...N = Add(M1i ,M2i) Matrix addition
M∀i∈1...N = Sub(M1i ,M2i) Matrix subtraction
M∀i∈1...N = Mul(M1i ,M2i) Matrix multiplication
M∀i∈1...N = Max(M1i ,M2i) Largest elements taken

from M1i or M2i

M∀i∈1...N = Min(M1i ,M2i) Smallest elements taken
from M1i or M2i

M∀i∈1...N = Pow2(M1i) Elements are 2 raised to the
power M1i

M∀i∈1...N = Sqrt(M1i) Square root of each element
of M1i

M∀i∈1...N = M(i+N/2)%N R90 (90◦ Rotation)
M∀i∈1...N = M1i * Koddi M1i convolved with ori-

ented odd symmetric kernel

3. RESULTS
The output of each detector for a given image Ii is a soft

boundary map, which provides the probability of a bound-
ary at each image location. The fittest individual generated
with our approach is presented in Figure 2. The presented

Figure 2: The fittest individual generated with our ap-
proach, with performance F-measure = 0.62.

detector was tested on the Berkeley test set of 100 images [6],
and the overall performance was computed using the Berke-
ley benchmark algorithm [1], which computes a score based
on the F-measure. Table 2 shows the obtained score of our
approach compared with other existing approaches (Note
that like us, most of these approaches use training). One of
the obtained soft boundary maps is shown in Figure 3.

Analyzing the top individuals might provide additional
insights that could improve the selection of function and
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Figure 3: (a) Sample test image (b) Extracted soft
boundary map, using our best evolved detector, with
F = 0.81.

Table 2: Performance summary table of local bound-
ary detectors

.

Method Performance

Brightness and texture gradient 0.63
GP/TG Detector 0.62
OE/TG Detector 0.61
Learning of the brightness distribution 0.60
(brightness Gradient)
GM/TG 0.58
Texture gradient (TG) 0.58
Multiscale gradient magnitude 0.58
Second moment matrix 0.57
Gradient magnitude (GM) 0.56
Segmentation induced by 0.48
scale invariance

terminal sets. Similarly, adding mid- and high-level cues
that have been shown [2] to improve overall performance
on the Berkeley benchmark [1] might also contribute to the
evolutionary process. These, and the informed use of addi-
tional computational resources to improve performance, all
constitute our short-term future work.
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